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STABILITY AND TRANSITIVITY*

Satish K- Jain

Introduction

In this paper we will show that transitivity is a
necessary and sufficient condition for stability for the class
of binary social decision rules which satisfy the Pareto-
criterion? However if we consider the class of all binary
social decision rules then transitivity does not'turn out to
be a necessary condition for stability- In fact, transitivity
is not a hecessary condition for stability even for the class
of binary social decision rules which satisfy the weak Pareto -

Criterion as can be seen by the following example-

Example l? Iet 8 = ix,y,z gbe the set of social
alternatives and let the social decision rule f be characterized
as follows:

(a) For all ordered pairs of alternatives (s,t), if
individual 1 prefers s to t the society does likewise-

(b) For all pairs of slbernatives bt £ 0z, 10
individual 1 is iddifferent between s and t then society is
also indifferent between s and +.

(c) If individual 1 is indifferent between x and y then
the society prefers x to e

It is obvious that the above social decision rule is
immune from Strategic manipulation and hence is stable; However
this social decision rule does not always yield transitive social
preffrence relation. If individual 1 istindiffevent amongy ol
alternatives then the social preference relation yielded by £

violates transitivity?
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In [5;7'Pattanaik has shown that for the class of binary
social decision‘rules which satisfy, the Pareto =« criterion
and are neutral, weak resoluteness l/is a necessary condition
for stability-: As every binary social decision rule which
satisfies the Pareto - criterion and always yields transitive
social preference relation is weakly resolute, it follows
that weak resoluteness is a necessary condition for stabilify
for the class of binary social decision rules which satisfyk
the Pareto~-criterion- So a hyproduct of our result is a
generalization of Pattanaik's theorem- Weak resoluteness is
a necessary condition for stability for all Pareto = inclusive
binary social decision rules irrespective of whether they
Satisfy neutrelity or not-

The paper is divided into two seefions: Jn the firsh
section we present the necessary definitions and assumptions-
In the second section we prove the theorem that transitivity
is a necessary and sufficient condition for stability for
the class of Pareto — inclusive binary functions:

Definitions and Assumptions

The set of social alternatives (S) will be assumed to be
finite and the number of elements (n) in S will be assumed
to be at least 3+ Alternatives are defined in such a way
that they are mutually exclusive- The set of individuals
will be denoted by N+ The number of individuals (L) will be
assumed to be greater than one and finite: Every individual
i e N will be assumed to have an ordering Ri defined over S-

For every binary preference relation R , we define the
strict preference relation P and the indifference relation
I in the usual way, i-e-, xPy iff xRy and not yRx; and

xIy iff xRy and yRx-
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Definition 1: 4 soecial decision rule (SDR) is g

functional relation f such that for any set of I individual

orderings R g5 (one ordering for each individual), one and

1!
only one reflexive and connected social preference relogtion R
is determined,

R o f(Rl,"’,RL)'

Definition 2: Condition of Unrestricted Domain (U):

The domain of the f must include all logically possible

combinations of individual orderings -

Definition 3: Condition of Independence of Irrelevant

Alternatives (I): Tet R and R' be the social binary relations
determined by f éorrOSponding respectively to two sets of
individual preferences, (R,+ " ,R.) and (Riy--?,Ri) . 0 ns
all pairs of alternatives X,¥, 1n a subset A of §; XRiy <-—9xR;y7

for all i, then xRy <{—=> XR'y, for &l v ¢ 1.

A function (SDR) which satisfies the condition of
independence of irrelevant alternatives will be called a binary
function« We now define the conditions of monotonicity and weak

monotonicity for social decision rules which satisfy condition I.

Definition 4: Monotonicity (M): For all pairs

(Rl,--',RL) and (Ri,---,Ri) of L-tuples of individual orderings
in the domain of g SDR f, which maps then respectively into R
and R', monotonicity holds iff ¥ R,y & B

5 V 1 ° e ! -:v—-.a. ~; ! -;.
P o (XPiy > xP.y) and (XIiy > xRiy)M

-

i

i (xPy —> xP'y) and (2Ty == 'y} |s

e



LLflnltlon 5: Weak Monotonicity (WM): For all pairs
Ry

(R and (Rl,-; B 1) of L-tuples of individual orderings

1°
in the domain of a& SDR f, which maps them respectively into R
and R', WM holds iff ¥ X, e o
[ ¥ e N : (%1 £ i (xR.y <—> xR! i and (yR,x <—> yR}x))

and ((xBey —> =B!" 7) ang (2hd —> mt 5)) j—

(mw-€>m?y)mﬂ &ﬁrw&>XRy);;

Remark 1: It can be €asily seen that in the presence of
conditions U ang I, M and WM are equivalent- See Pattanaik Afﬁ7-

Definitiog_é: s o Strong ordering iff R is an ordering
and ¥ . v o g 2Ty £-“~> X=y-

definifion 7 p 3o & null ordering iff ¥ X,y € 8 ¢ xIy-.

The set of ail dogically possible orderings of the
alternatives in the set S will be denoted by ®. fThe Set of a1
logically possible strong orderings of the alternatives in the set
S will be denoted by n'. Similarly, 7" will denote the et of a1
logically possible strong orderings and the null ordering of the
alternatives in the Set 8.

1ii this terminology unrestr ricted domain (U) means that
every element (situation) belongine tg .5 o0 X 0 (L Gimes )
is in the domain or £

Definition 8: An element x% in S is a best elecment of S

WS respect $o a binary veldtion § ier

¥ (¥ €8 ——> xmy).

Theiset Oof best elements in § is called its choice Sct
and is denoted by C (3,R).

The society is assumed to adopt the following choice
procedure. For every configuration of individual or derings over S

Social decision rule f assigns a unique reflexive and connected R
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over S- For every reflexive ang connected R over S function €
assigns a unique subset of S+ (0 ig the function which selects
the best elements of 3 according to the binary preference relation
R over 8. TIf the choice set contains exactly one element then
that alternative becomes the final outcome+ When the choice set
Contains more than one element we would assume that g randon
mechanism is employed fo select one element from the choice set,
Such that the poobebility of any particular clement of the choice
set being selected is 1/m where m is the number of elements in
the choice set. Tf the choice set ig enpty we assume that g
distinguished alternative X £ S is selected-

The lottery corresponding to choice set C will be denoted
by C*. The get of a11 possible outcomes will be denoted by S*.
We will assume that Every dndividueh f o oo ordering R; defined
over S*. Throughout this Work we assume that the domain of £ 4o
such that for every individual i any logically prossible ordering
0f B i8 admissible. Now we state the correéponding assumption with
Teopectla o et o% s will assume that for every individual i
€very logically possible orderine of &% (R;) is admissible which
Satisfies the following two conditions-

(1) The restriction of R; over S must agree with R, -

(2) The R* nust be consistent with the expected utility
maximIzation principle-

Once Ri is Specified, it induces 5 quasi-ordering (reflexige
and transitive binary preference relation) over S¥*. 7The precise
Do e 10 which it i dorne is eéxplained in what follows. Let
Cf, Og e 5* =X § be two lotteries corresponding respectively to
choice sets Cl and 02: Let the number of indifference classes
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(accordlng to 1nQ1v1duul ik preference ortdering) in which elements
of ClUCQ can be divided t Select one element from cach indiffercnce
class- Arrange these t elements in the decreasing order of

preference, Now, for the lottery CI compute the

Xl’-. -,}Ita
following cumulative probabilities.

BT 2.5 -y
p(x 3 ; x) =p,
BE s )
p(x %y Xy ) = Dy

Similarly compute these cunulative probabilities for the lottery
02 to be designated by qJ

Given individual i's preference ordering over S (R ) and
the expected utility maximization principle, and only these, we can

% DKk R ok ok % =
assert Cl Ri 02 (g, 02 g S ! XOS ) i

(Pl ql) and (p2 Z Q2) and ««- gpg (pt_ll qt_l)and (ptZ Q-t)

An example may help illustrate the point: Let
B i,y

* ; :
S ¢ i

From R, and the expected utility maximization principal we can

; {
1 X992, (X,y)*,(x,z)": (y’z)*p (X,Y,Z)* i

1l

conclude the following,
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XP;y y P; Z (X,y,z)*P; z

xP¥z (2,7)% 2 5 L,y e )¢
xP¥(x,y)* 7B v,a] (2, 7" P¥G,0
®i(x,2)* (x,7)* P} 2 (x,7)* Pi=,5.2]"
mely,a]” o . (=2)* Py, 0 F
P (x,y,2)*(y,z)* B (x,5,2)* PXy,z)*

Out of the 21 pairwise preferences over the set S* - X0318 aic

determinedr The following three are mndeternined,

* 1 % | = * * 1
i Y (X’Z) } ’ 3 A (XngZ) i 9 (X"?) ’ (X,y,z) i
If one of these is Specified the remaining two will be determined
in accordance with the expected utility maxinization principle-

Suppose yP;(X,z)*- Then it must be the case that yP;(X,y,z)*

and (x,y,z)* P; (x,2)%. Similarly,

(X, 0" Py e 3y and A2t BT (g p,90"

(x,n " I*y ~— I*(X,y,z) and (x,z)* I;(X,y,z)*

S0, given that Ri is XPiniz . there are precisely three orderings
of S* ~: Xog which are compatible with both ? and the expected
utility maximization nr1n01ple: It can be €asily checked that there
are cxactly 41 prderings of set S* (R;) which are consistent with
both Ri and the expected utility maximization principle;

Let R. be an ordering of set S- Let W*R_ be the set of 11
R; consistent with R. and the expected utility mix1m1z ation principle.
As has already been noted it will be assumed that the domain of f
is unrestricted, that is to say, every element of T x «-.. x T
(L times) is in the domain of f- The oorresnonding assunption with

fepet Lo 9of 8" 45 thet overy eloment of (P Uen R )x -+ x (RUBW R,

(L times) will be admissibles
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Throughout this work we shall denote individual i's truc
preference ordering over the set S by ﬁi and over the set 8% py
ﬁgl Now we introduce the notion of stability of social decision
rules-

A SDR is defined to be stable iff its structure is such
that no individual ever has any incentive to misrepresent his
preferences- It can be easily seen that this is equivalent to
requiring that every <n > (<R > is an abbreviation for

(By,:-+, R.)) situation bo a Nash equilibrimm.

=

(Eh

Ly
& =5

Definition 9: A SDR is stable iff every <Ei> situation

is a Nash equilibriunm-

Necessity and Sufficicncy of Transitivity for Stability

Definition 10:  Weak Parcto~criterion (Pl ¥ X;y e

L XP.y | > XPy-

Definition 11: Pareto-criterion () = % Ay X € 08

- . - - :
¥ ¢ xR.y and = 1 : XEY | T o o

Vo1 s iny_j — xIy-

Lemma 1: If f satisfies U, P and I, then a necessa 125

Condition for whe otability of £ du that 1% coticfich coniiti b

Broof: Tet § =2 x,y,z + Suppose f violates M

5L’ 2
then in view of remark 1 there exists s pair of alternatives, say,
X,y, and two situations R > and <“'> such that for some k,
¥i £ k (LR "y e xR! y) and (yR x {=—=> yR X)
(yP X end XIly)V(yP X and XPky)V(XIky and XLKy) -

however wn have

(xPy and yP'x) V (xPy and xI'y) V (xIy ond yP'x)
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!
Suppose (xPy and yP'x) and (yPkX and XIky)- Let the
restrieftion of <Ri> Qvels ¢ L ; be characterized as follows:

¥i ¢ N1 S XPiy y B W XIiy 3 W sz JyP.x, where

3 W e
tgth = N and k ¢ Ng'
Now, let ? > be as follows:
L e o
o Ny ¢ XliniZlPi Py -

¥ N5 - yP.XP.zlP. e T Boovt

By condition I and the l1aet that <§£> is identical with <Ri> over
XY : » we conclude that R and R afe identical s ?X,y% e

together with condition P completely determines R-

R = xPszlP o P

Now construct <R®%> as follows:

i . s

¥i g Nl : o yll lp Pi 2
i [0 el =

¥i ¢ hgdé k;o = yPlzlP » Pi B s
i - b o : . . O

¥lg N3 et yP xp? zlf Pi et

<R§> and <R:> are identical over ! X,¥{+ So, R® and R
must be identical over fx,y”g by condition I: This in conjunction
with condi tion P determined R° oompletely;

.

o) 8 0 0 :
R™ = yp~xp z,P .. -

If every individual reveals his true preferences we obtain
the situation <§£> which yields the outcome x- Now, given that
every i £ k is going to reveal his true prefercnces if individual
k's revealed preferences are R £ MK then the situation <R§> is

Obtained which yields the outcome y- As individual k brefers y 6o o,

it follows that the situation <P > is not a Nash equlllbrlum-
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For the case (xPy and yP'x) and (yPkX and Xlﬁy), we have
shown that there exists an <§£> situation which is not a Nash
equilibrium-. Similarly, the existence of an <ﬁ£> situation
which is not & Nash equilibrium can be demonstrated in cueh of
the remaining 8 cases. This conpletes the proof.

Now we introduce the following definitions-

definition 12: A set of individualsV is (N=A)=almost

decisive ior x against ¥ iff
(#i ¢ A : xI.y and ¥i g V: xP;y and ¥i ¢ N-A-V: yPiX)

2 XDy,

wvhere 4 © Nand 4 1 V = g

Definition 17: A set of individuals V is (N=-A)=-decisive

for x against y iff
(¥1 ¢ A: 37 3 and ¥1 @ W XPiy) T
where A < N anc iy Qe

Definition 14: A set of individual V is mininmally (N~A)—

decisive for x against y 1ff it is (N-A)-decisive for x against y
and no proper subset of it is (N-A)-decisive for x against y.

Definition 15: A set of individuals V is (N~-A)=decisive

if it is (N-A)=-decisive for every ordered pair of alternatives.

Definition 16: A set of individuals V is ninimally (N=-A)-

Gt nive SEP 3 48 (W Vig- o e and no proper subset of it is

(N=4A)=dcecisive.

Definition 17: R is acyclical over S iff the following holds:

= 2 | : * 0 i o J
¥x aEy € S (XllX2 and x Px, and and Xj.gPX;_; and

1

:’ t
Xy and Xj)

Definition 18: R is Quasi-transitive iff ¥ x,y4z ¢ S

> XlRXj'

(xPy and yPz) ———> xDm.



C(S,ﬁ) does not contain any X, 0+l C k < n

el

Lerma 2: If f satisfies Uy 1, P and M, then a necessary
condition for tﬁe stability of f is that it always yieclds
acyclic RT

- ogix Suppose f does not always yields gcycdiec R 4hey
there exists a situation <R > such that the choice set Cla, R} 15
cmpty for seme & ¢ S where AL oo Tet A° be the smallest nonempty
subset (or one of the smallest nonenpty subsets) of S for which
choice set C(4,R) is empty. Tet A° contain n clements Without
any losg of generality assume A° =£‘Xl,"',Xﬁ i- As A° s the
Snallest nonempty subsct of § for which ch@icevset is enpty we nmust
have g P-cycle of mth order. Without any losg of generality assunc

XlngP s+ P Xﬁ lPX lxl

Let the restriction of <Ri> over ?Xn’Xl . be characterized

, 1 :J‘,Ii \ : B s i o . TS o
as fol*gws € Nl mein, ¥l ¢ N2 lPlX 3 ¥1i ¢ N I 1%

.

where tgi Nt = = Js XmPXl by condltlon P N nust be nonompty-

In view of condition M, Ml 38 g (N“NS)—dGClSlVC set for x, against
Z s Homce a5 o consequence of condition P there exists a nonenpty
set Ni‘:"Nl which is minimally (N-NB)—decisive for'x_m against Xl:
Now, let <ﬁ£> be as foilowsz

{a) ¥i g N : Xl,"', o Dg = Tt B, Pz

(b) Vi § Mo UN, : (gRx ) <—> (xRix,), for all %%, 6A°
. \ o B ' > 7 el O- >-

(c) ¥i g l\Tl-N (Ax L X, )<-—-—-> (\ B.x, ) for o1 Xy X6 A Xy

(a) ¥iog W - 1 X B Xg,---,xm-

By condition L, Xy te,x P Xo+] P ores B ow o0 85 4he choice set

n
¢ o <Ri> and <Ri> are

identical over A° - ;Xl; we must have as n consequence of condition i
2 = .+ Tho refore no X 3 Lk £ m, belongs to C(S,ﬁ).

i~
d

XoPXP ++ P X1

o
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Now, (¥i : x X Px = XlPin) and (¥i: Xi_'[ix6 _— XlR Xz) As
Xlsz, lPX2 must obtain by condition M5y Xy does not belong
B Ble By 9 Taoe (¥ieg Ni

by the (=N, ) decisiveneas of Nl for X, against XJ we obtain

T x,) and (¥ieN,: XlIi x )y

X ) X+ Thus Xy does not belong to qs,R)- Hence C (8,R) is empty

and therefore +the outcome for the situation <§i> is XO

Now assume that individual j ¢ Wl prefters Xy to X,

Construct <R£> as follows:

: ] =
(a) ¥Leh - . =5
(b) K(Xk Rj = <f-> (xk Rj X, ), tor alt XX, 68 = (X
(c) X, P; T kK& 2,--0 p.

<R£> and <§£> are identical over § - Xy 7 - Hence we must have

!

X2P' «ev - D X p' Xm+l e P! X, 88 a consequence of condition I-
Therefore

e & 23Sk <n, beloss 1g S (4)

s = = e = S t -
Now (¥i: X Py x,, > Xy P X, ) and (¥i: XlIiX2 > XlRi Xz)

As XlPX¢ we must have Xy D Xq by condltlon M~ o Xg does not belong

to o(s,R'). (B)

Now for all x 3 Lk £ m~-1, we must have XlRXk Suppose not, then

k?
for some k we would have X Pxy which gives a kth order (k < m)
P=cyele. XlP te D Xy = X However this contradicts the assumption
that 4° is the Smallest nonempty subset of S for which € (A,R) is
empty. This contradiction establishes the assertion made above. It

can be checked that we have for 211 Xpes 3 8k < md,

5 = —_— . P!
(¥i: XlPle —_—> XlPiXk) and (¥i : XlIiKk > o Rix ).
S0 by condition M we must have
le'xk, 2Lk < ms (c)



We have ¥i : x_ p! Taes DFEL X <o o5 by condition P we obtain

11
XlP'Xk y ME] < R (o (D)
The restriction of <R£> over » x ., X; : is as follows:
it

. o -
v Nl =i : XmPle P ¥ Lgo x i Al;

¥ieg N = (NI=£3¢) Pj %, Suppose x P'x, -

NBS e m
Then Ni -_3j;ris a (N-N?) ~decisive set for %, against x; in view

of condition M. However thig contradicts the fact that N; is g

minimal (N~N3)— decisive set for x against Xy Therefore we must
have XlR - This together with (B), (C), and (D), establishes
that x, belongs to O(5,R'): From (4A) and (B) no Xy 2R K 0
belones to €057 ). Thus g5 .1ty = x | . | Thererave situation
<R£> yields the outcome X

As individual j prefers %, to X,s Situation <§£> is vulnerable
to the situation <Rf> and therefore <R > is not a Nash equilibrium;

This proves the necessity of acyclicity for stability-

acims 5 Tet 8 be 4 s=element get of alternatives and let f
Satisfy conditions Ul 0, s always yields acyclic R+ Then, if there
exists a 2 situation which violates quasi-transitivity then there
exists a situation belongsing %o (B )0 iz violates quasi-
transitivity .

Droced:  Jet o =; X é; Let <R.> violates quasi-transitivity-
Without any ioss of generality assume XPy =nd ¥Pz and ~~(XPZ)4

-~ (xPz) is equivalent to (xIz v ZPxX )+ However, zPx is impossible

Otherwise acyclicity would be violated: So we must have xIz+ Tet

<Ri> be characterized as follows:
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¥t o Jl xPiniz ¥i o N8 xPiniz
i e N2 XPiZP y ¥i Y9 yIizP x
¥i ¢ Ng 5 yPixPiz ¥i Nlo: ’PiXIiZ
¥i ol V4 . yPizPiX ¥i ¢ Nll XIiZP ¥V
¥i ¢ N5 zPixPiy ¥i ngg zPixI.y
¥i e N, ZP;yP. x ¥i ¢ leg xI;yP, z,
¥i C I\:7 : XIiniz
15
where tUth = IN.
Construct <R > as follow S
7 : ;
(a) ¥i g O P Ry = R,
: T o = v
(b) ¥i ¢ AS U ng . XPiniz
(c) ¥i g N, U’Nlo - yPizPix
St : t !
(d) ¥i ¢ hll U ng : zPiXPiy

That is to say, <R£> 18 characterized gg follows:

¥i g N, UNg U Nix ¢ xp! yP z ¥iem U’ullU ng zpixPiy
¥i g N, : {ii ?iy ¥i g N, : zPinix
¥i g N : yTi Piz ¥iog N7 : XIiniZ
¥iop N@UWQ : yPizPix

Every Rf 1s either & Strong ordering or null Ordering of o
So <R£> belongs to (bl Now we have
(%1 XP.y — XP.y) and (?ik: XLy — XRiy ) and
(%i: IT.% = iy ;%) and (¥ JL.o —> nyz) and
(¥i LA GX e ! x and (¥t %l iz “-§ zR x )-
leen condition M, this in v1ow of the fact that we have XPy and yPz

and x1z implics that we MUST have xP'y and yp'y and(xI'z v zp'x).
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However, zP'x is impossible otherwise the condition that f
always yields acyclic R would be violated:. Therefore xI'z
must hold: Thus R' is identical to R and violates quasi-
transitivity; So we have shown that under the conditions of
the lemma, the existence of a situation which violates quasi-
transitivity implies the existence of g situation belonging to
(n")L which violates quasi-transitivity-

Lemma 4: If f satisfies U,I,§,M, and always yields aoyclic
R then a necéssary condition for the stability of f is that it
always yields quasi~transitive ol

B2roolr Jet 5 . ?X,y;z, wl,---,wn__3 g-

quasi—transitivity- Then by lemms 3% there exists a situation

Suppose f violates

<R£> Such that it violates quasi-transitivity over some triple,

Say, 3 X,y,zi;and every individual has either a strong ordering

¢

Or null ordering over% Xy¥52 y + VWithout any loss of generality
assume xP'y and yP'z and xT'z- The restriction of <R;> over

| X,¥,2  and can be characterized as follows:

¥ig N ¢ xPlypls Fic W xPizPéy
¥i ¢ v, : yPixpiz ¥ig N, : yP;zPix
len - zPixPiy ¥ el zPinix
¥ & NO :. XIjl_yIiz, .

where g e = N

e
As xP'y, by condition P, N

k7

lUNZUNS is nonempty- In view of
condition M, NlUNEUN5 is a (NwNO)—decisive SCt Tor x s0-4 a1

¥+ Hence as g consequence of condition P there exists g
nonempty set Vxy < NlUNéUN5 which is minimally (N—NO)~decisive
for x against g . By o analogous argument theré exXigts g
nonempty set Vyz « NlUNBUN4 which is minimally (N-NO)-decisive

for y against 5
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Now, construct <Ri> as follows:

v

Vi e V& Vo : XPin.zP 125 iz
¥i e VUxy -~ Vyz g zP. XP vP lP Piwn__5
¥1 ¢ Vym ~ Wxy : JEiZR 2k W B, - PiW, o
¥i ¢ N = Vxy - Vyz - NO . ar. JP XP lP * ot Piwn__3
¥i e N, - 7 Jlgk wmE. B
By condition P we have X,V PwlP i Pwn_z- We obtain xPy and

yPz as (¥i ¢ Vxy : xP.y and Vi g - XIiy) and (¥i ¢ Vyz: yP,; 2

- - 3 S nu e
and ¥i ¢ N : yI.z+ Now, (¥i : ZP;X — ZPiX> and (Vl°ZIil -
zRiX)- Theréfore in view of condition M (zPx or xIz) must hold
as we have xI'z- However zPx is impossible because f always

yields acyclic R- Therefore xIz holds: Thus R is as follows:

Xy Miee W P D XPy, yPa, xliz:

1 -3

As has already been argued bcéh Vxy and Vyz are nonempty
thanks to condition P+ Furthermore Vxy ~ Vyz must be nonempty
otherwise we will get a contradiction as follows- Assume
Vxy V&Z = @ - Then the restriction of <R > over !X,y,z;
becomes as foflowq ¥i g Vxy zPixPiy, ¥l g Vyz : Y?iZPiX’
B N-VXy—Vyz—NO : zPiniX,‘gi:e N XIiniz" But then we
must have zPx in view of condition D. !However, this contradicts
XIz as established above- Hence Vxy = Vyz must be nonempty-
Let individual j ¢ Vxy  Vyz-

Let <Ei> be as follows®

!
(2] ® £ . : B - B

LT e

<ﬁi> and <Ri> are identical for all pairs of alternatives
8,t %; ! ¥9%Z .© BSo by condition I, R and R must be

identical for all pairs
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A2

£l0sa ) Suppose yPz: Then Vyz - i i 2 (N—NO)~decisive

oo f

de,t
I} 4
set for y against z in view of condition M- However this contradicts

the fact that Vyz is a minimal (N-N )=decisive sect for ¥ against ze

(@)

e
T

Therefore yPz is false, that is to Say, zRy holdss Thus R is as

follows:

Xy VT PwlP L ey
If every individual 4 employs the strategy Ri, the
situation <Ri> results which yields the outcome (=,z)* Tow

given that every individusal 7 £ 3 9 going to use strategy ﬁg,
if individual J tses the strategy Rj £ Ej the situation <Ri>

obtains with the outcome x- Individual j prefers the outcome x

66 (x,2) % TMieverors <Rj> is not a Nash equilibrium and hence £
< : -
is unstable. This completes the proof.

n

lewma 5: Lot f satisfy U, .5, and I- If T always yields
quasi-transitive R, Hhen, if o st of individuals V is (N-A)-
almost decisive for somec ordered pair of alternstives it is
(N-A)=decisive for all ordered pairs of alternatives.

Lroot: This is 5 direct gencralization of the lemma that
Arrow uses iﬁ the proof of the General Poscibility Theorem. bee
Arrow /17 and Sen Af£7:

lemna 6: ILet f satisfy U, P and I- If £ always yields
quasi-transitive R then it implies that for évery A ;: N, there is
& unique minimal (N-A) decisive sot-

2roof: This lemma is g Straightforward generalization of

: 1 : = e
Gibbard's theorem: For proof see Guha [ 2/-

.



Lemnmga 1 Tet o -be 5 d~element Sl o alternatives and

2ok 7

transitive R. Then, ir

transitivity then theres

which vViolates +tr

wroof: iot 5 o

Without

PN

(yRx) is equivalent %o

XPz by quasi~transitivity

i 5
<t o

g &

2EZ s T C ¥yPu mus

se,
By an ahalogous ar
R

18

a

S follows: X, ylz,
Let <Ri> be cha
¥i

¥i

=P oD
XP.yP. 7
=

XP.zPiy

€

_L)

ITS - T )
¥i yimiz

¥i P.zP.
i yP;zP.x

¥i P.xP,
i ZP;XP.y
¥i

¥i

construct the

L

. T\ T‘
T J8 U AIS

Now,

R!
iz

o N

°
°

o0

00 .

¥i ¢ N9 U NJ_O

U NiZ

¥
cterized

¥i e N

oo

‘ L
So <R£> is charg

Satisfy conditiong Uy

s Xy Yy

any loss of gcnery

guncent it can p

racterigeg as

=2
Tl

M; and always yielg quasi-

exists g Situation which Violates

situation belonging to (@?')L

2l

ansitivity.

¢’ Nsitivity.

fet <Ri> Violate trg

lity assurme YRZ and zRx ang -~ {yRx).

XPy - Suppose YPz, then we obtain

XPz ) However,

(xp
=

be

therefore YyIz is trye.
S¢en that xIy holds. Thys

XTIz

*i e NS

% " 1
Situation <Ri> as follows:

fat}



=08 -

Vi g MU NU Ny 'jiniz ¥iel U NogU Ny zPixPiy
¥ig N, : =P} 2P}y Fiel, : 72} yP)x
¥ig W, : yP =Dz Fig, : xI1yI)z.
¥ig NU N N, : yP}zP}x '

Sefa ¢ v ; : : =
Eyvery B 4g either a stron ordering or null Orderine of 8§ g4
i 3 -
. SN
<R!> belongs to (7' - Now we have
i g
(¥1 : 2P,y ——> xP.y) and (¥i : xl.y —> R'+v) 20
5 5 i i
S : . ek -y
(%1 - e — yféz) and (¥ ¢ 97 7 —3 yi;z) and

- ; - -
(%L = oD » —— s zP.x) and (¥i : zI.x —> zR.x) -
i 1 i
Given condition M, this in view of the fact that we have x> -
b |
: ; ; o =
and yIz and xIz implies that we must have xP'y and (yp'z v yiz)

Y ' & oy = ; . =
and (2P x v xI'z). Suppose 'yP'z, then we obtain XP 2 by Gune -
e 1 5 ! iy : : = . 5
tran81E1V1ty (xp F ans yP oo =y oh Z)> As xp's 1s false it

Tollows that yP'z must be false and henée y1'z holds- By an
analogous argument xI'z holds. Thus R' = (xp'y, yi'y x1'n)

which violates transitivity. This completes the proof of the lermae.

Lemmg 8: If f belongs to the class of functions which

Satisfy-U, I, §; M, and always yield quasi-transitive R thén g
necessary condition for the S&ability of £ is +
yields transitive R-

Proof: Iet § :g.X,y,Z,W7,"',W . ¢« Suppose f violates

e e - e . : -y
transitivity. Then by Lemma 7 there exists g Situntion <Ri>

Such that it viclates transitivity over some triple, Say,} X,y,zi

and every individual has either a strong ordcring or null

odering OVEY {1 X,¥,2 r+ Without gily lose of generality assume

f‘
Y
#

iy 1 £ : :
XP ¥ and yI z and =I'z. The restriction of <R

can be characterized as follows:



o xPiniZ ¥ieq zP;XPiy
%o xP!zP!y ¥ig N, 7P} yP!x
¥ig N, : yPixP!z Vg wilgrls,
Vg W, yP{zP}s
where goNt = N;
We have ¥i ¢ Nl WéU N5 s XPiy and ¥i ¢ LBU N4U Nru yPiX

and ¥1 ¢ N : xIly- This yields xp'y- Therefore NyU N U N5 is
(N~N_)-dlmost decisive for (x,7)- By lemma 5 this implies that
MU NoU Wy is a (N-N_)-decisive set- Now, by lemma 6 there
exists a unique minimal (N~NO)—decisive set V. Therefore

V< NUN
Vi NU N

2U N5- Now N, 71V must be nonempty+. Suppose not, then
= 3 a o T i - I e o o !
As - ¥5 ¢ NZU N5 : zPiy and ¥i g Jo“ iny, we mugt

5°

' - e = A* —a = i -
have zP'y by the (N-NO) decisiveness of Y. However Ze y 18 'falses

This proves that le} V is nonempty- By an analogous argument

Nz #i V can be shown to be non empty .

¢

Wow, let situation <H:> be as follows.

ol
'I‘;i ~ N l V N i \7 2 w—‘i'-:_ T.C;.Z—?;-‘{;;r :)- ,.. .- :rz;_v
e ( 1 ) U (‘“ o A”l&fl i “1"n=-3
LN oy S ERXP o e
€ Ny cl Gt 37 P Plvn__U
: TN X P T
¥i g N~V yP. zx xP lel bW =
¥i N : v?.wf. B p P ow -
& e i'n-3
e LAY U Oy o T~V=N_« As
I L o - e e
5 = - = :~ of » e 7 . _m
¥ e V: XPiy and ¥i ¢ Nof Xliy, we must have xPy Suppo% 3:2 .

‘implies that N}

by lemma J N!UN! is an (Wﬂﬂo)md isive
minimal —N }~déclulve set

e it UN5 A8 V' 1y BY = ¢ and N, £ 0, it follows that VL

However this contradicts the result of lemma 6 that there is a

« Hence there exists g

W

pt

S e

unique minimal (N—NO)-deoisive set. Therefore yPz is false-

hat N'UN' is an (N~N_)=-almost decisive set for (y,2) Then
= e



XyYy2 P Wy

<§i> yields the outcome

Now suppose Zgy. Then “% it (N~NO)—almost decisive set for
(z,y) and hence a (N-BO) -decisive set in view of lemma 5-
Therefore there existe a minimal (R—ho)—dec1%1ve set ¥ Né-
i VN Ni =~ ¢ and ¢i 2 0, 1% feoilgwe that ¥ & ¥ However
it contradicts the result of lemma 6 that there is a unique
minimal (N—No)ndecisive set- Therefore z§y is false- Hence
by the connectedness of §? yfz nust hold- By an analogous
argument it can be shown that xIz must hold: Thus R is as
follows:
i Vi §W1§ < §wn_5 5 Xfy, yfé, xIz-
Let . j ¢ N! and assume that individual j prefers
(x,y,z)¥at:Construct the situation R.> as follows:
T - ii
(b) ijXszijle . ija-g
<R > and <R,> are identical for all pairs {S,t.iﬁ ix,y}Therefo:
R and R must be identical for all pairs “s9tiﬁé ,y Suppose
XEy, then ¥ = 51 an (F-N_)-decisive set in view of Tenma 5-
However this contradicts the fact that V is a minimal (=N )-
decisive set- Therefore xPy is false- Next Suppose yPx-
This means that N; {2 g ie an (N~NO) — decisive set-
Therefore there exists a minimal (N—NO)-decisive set
L U3t w U N, = & and WL £ 0, it follows
s b2
tHa b ¥ L This contradicts the result of lemms 6 that
there is a unique minimal ff—No)mdeoisive set- Therefore
yPx is false- Hence xIy must hold- Thus R is as follows:

.

P ow
n-—

{ e
\X"EJ

» iy, ¥in, xlo:

(GN]

and <Ri> the outcome

(x,¥,2)% 1A= individusl § prefers (o, 7,2)% %o (=,2)", it
follows that <R 2 Ao ot o Neaoh equilibrium being vulnerable
to <R.> This completes the proof-



s oha
Lemma 9: Let f satisfy W, 0, ond Pe s always yields

transitive R then for every A ¢ N there existe o unique minimal
e

E

(N-A)=decisive set which consists of g single individuali
=roof: By lemma 6 for Syery 4 € N a unigue minimal
(N-A)~decisive set is implied: b the only thing that we have
to prove is that for Every ng, the unique minimal (N=-A)~
decisive set consists of a single individual- Suppose that the
lemma is false, then for some 4 the unique minimal (N-4)-
decisive set V must consist of at least two individuals-

Partition Vinto Vi and V, where V., consists of gz single

2 z
individuale Now consider the following configuration of

preferences-

¥i ¢ V : XPin.z

l it
> a o Ty
¥i ¢ VZ : Z¢iXiiy
¥ig N=A=T zPiy“iX

3

¥i g A : xI,yT 2

By the (N-A) decisiveness of V and the fact that
(¥1i ¢ A XIiy) s (%1 ¢ s P ) owe obtain Y“y: Suppose zPy;
Then N-AQVi is (W--A)=almost éeci%ive tor (2, v Bads oF cou
implies that N~A—Vi is (N-A)-decisive by lemma 5- Hence there
exists a minimal (N-A)-decisive se+ Ve NmA—VlT As 7y £ 0

Ve s 5 el : s =
and ¥V N Vi e @, it follows that V and V' 2re oL Identical-e

1

T of lemma 6 that there must

j—

However, this contradicts the resu:
- =

exist a unique minimal (N-A)-deicisive set- 30 zPy must be false-

Hence yRz holds- Now, xPy and yRz ——> XPz, by transitivity.

Thus Vi is an (N-A)-almost decisive sc+ for (X,z)T Therefore,
07 lewms 5. V. s (N-A)decisive. But this contradicts the

1
Supposition that V is a minimal (N-A)-decisive sct. This

contradiction establishes the lemms-



dheorom:  If F belongs to the class of functions which

Batigry U, L. and 5, then monotonicity and transitivity constitute

a set of necessary and sufficient conditions for the stability of f-
roof: The necessity part follows from lemmas 1,2,4 and 8.
So here we just prove the sufficiency-

By lemma 9 there exists g unique minimal (N—é)—decisive

Set which consists of g single individual, say, il- Similarly

there exists a unique minimal (N- i )=decisive set which

&
consists of a single individual, say, 12; and so on* ILet T be
the ordered set of all individuals, T = (il,---,ir,---,iL), such

that 1, is minimally (N- e )—-decisive-

If every individual is indifferent among all the alternative

(6]

thhen by condition P 517 alternatives are socially indifferent-

Clearly in this situation no individual has any incentive to

misrepresent his preferences. Now assume that there exists at
least one individual who is not indifferent among all alternatives -
e ir be the first individual who is o andiftersys a1

alternatives: By the (N- i »*c*yi,. 7 J)-decisiveness of i 0

i

)

. . . . . . . 1 .
alternative which is not individual 1.8 first preference can
L

belong to the choice set. If le,°--,Xk iis the set of ir's Tiret
preferences then the choice set must be g nonempty subset of

ks

4 25 .x %- Therefore individual i has no incentive to
4 [

L

misrepresent his preferences -

Irrespective of individual ir+l's preference ordering no
alternative which is not a first preference in individusl ir's
ordering can belong to thg choice set: As individual ir+l is
(N- éil,--',ir %)decisive} the choice set must be a subset of i.4p 8

first preferences over ) x *y%. ++ Thus individual i.47 has no
}

i o



incentive to misrepresent his preferences - By continuing this
way we see that no individual i, r s £ 1L, has any incentive
el

to misrepresent his preferencess Individuals Ioite | have

=l
no incentive to misrepresent their preferences as they are
indifferent among 2ll alternatives- Therefore f is stablee This
completes the proof of the Theorem-

It can be casily scen that if f satisfies U,T,I, and
always yields transitive R then F must be monotanics In view
of this the above theorem can be restated as follows-

Iheorem: If £ belongs to the class of functions which

Satisfy U,I, and P, then transitivity is a necessary and

Sufficient condition for the Stability of £

Footnotes
> I am greatly indebted to Professor James Friedman for
many helpful comments -
3 A socigl decision rule is weakly resolute iff
¥x,y € 8: xIy =—=> ¥i ¢ XIiy-
o The proof presents no difficulties but is rather

tedlous, so we omit it-

- L X e :
o (n™)" deonotes the Cartesian producte " X...X ©' (L tlﬁeg?
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